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a complex, extensible data model and query language access by clients. Issues
discussed include: (1) reasons for selecting a relational DBMS over an object DBMS
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1 Introduction

This paper describes work currently underway in the ANSA project1 on

developing a prototype for an enhanced trader, focusing on the data

management aspects of the work.

A “trader” in a distributed computing network is an object which provides

information to client objects about services which are available in the network,

1. The ANSA project (Advanced Networked Systems Architecture) is a collaborative
industry effort to advance distributed computing. From 1985-88 it was funded under
the UK Alvey programme, with the co-operation of 12 industrial partners. From 1988-
93 it was funded under the EC ESPRIT programme, with 21 industrial partners.
Since early 1993 it has been funded by a consortium of industrial sponsors. It
influences industry directions in distributed computing through technology transfer to
its sponsors and through input to key standards, such as the ISO Open Distributed
Processing (ODP) Reference Model [ODP93] and the OMG CORBA specifications
[OMG91].
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Abstract

This paper describes the implementation of a “trader” in a distributed comput-
ing environment. The purpose of a trader is to provide client applications with
information about services in order to enable interoperation. Requirements for
the trader include the need to support a data model with a complex type hier-
archy , the need for the data model to be dynamically extensible, and the need
to support remote query language access. Among the important issues dis-
cussed are: (1) reasons for selecting a relational DBMS over an object DBMS
for the trader repository, in spite of the advantages of an object DBMS for han-
dling a complex type hierarchy, (2) techniques used to address the complex
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used to support remote query language access in an object-oriented distrib-
uted system. The overall, high level design of the trader is also described.
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for the purpose of enabling interaction between clients and servers. The

original concept of a trader was that its primary function is to provide the

information needed to support dynamic binding between clients and servers.

The ANSA project is currently extending the concept of trading to encompass

a wider range of information about services to support a wider range of

activities required for successful interaction in a large scale, federated system.

As part of this work, a prototype for an enhanced trader is being developed.

The repository for service information in the enhanced trader is based on a

commercial relational database management system. Client objects get access

to this service information through a query language (SQL) interface, as well

as through certain pre-defined procedure calls.

Issues addressed in this paper include:

• the rationale for using a relational database management system,

• the information model and database design for the trader repository,

• the approach used to implement query language access in the context of a

distributed system built around an object-oriented interaction model, and

• the overall design of the trader.

2 Trading

Trading has become a widely accepted concept in the distributed processing

community, and is currently being standardized under the ISO ODP effort

[ODP-Tr93]. This section describes the history of the trading concept and the

enhancements currently envisioned by the ANSA project team.

2.1 The origins of trading

Trading has its origins in the concept of name services.
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In general, a name service maps the name of an entity into a set of labelled

properties of the entity. One especially important type of name service maps

the name of a service in a distributed system into a network address where a

server offering the service can be found. This name=>address type of name

service is very important, because it allows dynamic binding of clients to

servers. This means servers can be reconfigured dynamically without having

to recompile the applications which access them. A good deal of research has

been done on name services and their efficient implementation [CherMann84]

[OppeDala83] [TePaRiZh84] [SchwZaNo87].

In the early days of the ANSA project it was recognized that dynamic binding

could be enhanced considerably by a service which keyed on the full signature

of the service, rather than the name [ANSA86]. This would allow a client to

dynamically locate a server for binding, even if the client only knew the

operations desired and not the name of the server offering them, and also

check that the type of the interface offered by the server (allowable operations

and their argument and result types) matched that expected by the client.

Such a service was called a trading service, and a server for such a service was

called a trader.

The next step was to extend the trading concept further by associating

properties with services, and allowing clients to specify conditions on these

property values to be used as a filter by the name server or trader when

looking for matching services [Peterson87] [APM1005]. Examples of properties

might be the maximum length of messages accepted for an electronic mail

service, or the types of document formats supported for a document format

conversion service, or the guaranteed response time. The name server or

trader could also return values of these properties to clients to allow them to

do their own filtering. It is in this form that the concept of trading has been

incorporated into the ISO ODP Reference Model [ODP93] [ODP-Tr93]. In practice,

the attributes usually have been viewed as <property-name, property-value>
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pairs, where each property-value is a (relatively short) character string. (If a

property has some other type, say integer, it would typically be encoded into a

character string.)

2.2 The current trading model

There are two steps required for a client to get access to a server through a

trader. First, the server “exports” a service offer to the trader. The service offer

consists of:

• service access information (how to reach the server)

• service type information (signature of the service)

• service properties

• export policy (which clients can be told about the offer)

The service properties may include performance guarantees, availability

guarantees, security guarantees, etc.

Second, the client “imports” an offer or set of offers from the trader. The client

specifies the service type information for the desired service and perhaps some

combination of properties. The trader returns to the client the service access

information, and perhaps the service properties, for the server(s) matching the

specification.

2.3 An extended trading model

Distributed computing networks are becoming steadily larger and more

heterogeneous. The heterogeneity extends not only over technical aspects of

the networks, but also over organizational aspects. It is increasingly common

for a distributed computing network to be a federation of a large number of

semi-autonomous sub-networks, each under the control and management of a

different organization. The organizations are willing to co-operate to achieve
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certain common objectives, but they are not willing to relinquish autonomy to

a central authority.

In such an environment, new types of activities have to be supported:

• heterogeneous interoperation:

Clients and servers need to interoperate in spite of differences in

protocols, transaction models, naming conventions, exception handling,

etc. The system should provide support for mechanisms to bridge these

differences, perhaps including automated instantiation of gateways of

various kinds.

• federated enterprise negotiation:

Organizations often need to negotiate over the terms and conditions of

interoperation, including access rights and restrictions, accounting/

billing/payment arrangements, recourse if service guarantees are not met,

etc. The system should provide on-line support for such negotiation,

available 24 hours a day.

• federated development:

Interoperating clients and servers are designed and developed by different

organizations at different times. It is often difficult at best for the

personnel in the different organizations to have very much person-to-

person communication. The system should support the necessary

transfers of information so these separately developed systems can in fact

interoperate successfully.

• federated system management:

It is necessary to have end-to-end performance management and trouble

shooting. The various monitoring, failure reporting, and resource

management mechanisms in the different parts of the system should be

able to interoperate in order to provide it.
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In order to support these activities, a trader needs to maintain a great deal of

information about services, and clients must be able to retrieve this

information in very flexible ways. The information to be maintained must

include enterprise information, such as access rights and restrictions,

accounting/billing/payment arrangements, contractual guarantees, etc. It

must include detailed descriptions of the semantics of services, as well as

signatures, so that designers and developers can accurately determine

whether a service meets their needs and how to use it. It must include

information on the protocols which can be used to reach the servers. Clients

must have great flexibility not only for specifying what service(s) are of

interest, but also for specifying what information they want about those

services.

One way to view this situation is that traders must be able to support what

might be called the “shopping” model, as well as the usual “matching” model.

In the matching model a client gives the trader a complete specification of the

service desired, including the service type description, and the trader returns

to the client the service access information for one or more matching services,

together with perhaps some additional predefined information on properties of

the services to assist the client in selecting one. This model is primarily

intended to support dynamic binding. In the shopping model a client gives the

trader an incomplete specification of the service desired. The specification may

or may not include the full service type description. The client also tells the

trader what kinds of information is needed about the qualifying services. The

client then takes this information and makes a decision on what service to use,

based on some algorithm known only to the client. The client may not be

interested initially in obtaining service access information. That may be

requested later after a service selection is made. In fact, the client may first

have to adapt to the service type of the selected service, so there may be

considerable time lag between the initial query to the trader and the actual

need to invoke the service.
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3 Overview of prototype trader

3.1 Objectives for the prototype

Trading is a process, the process of helping clients and servers get in a position

to interoperate. This process may be carried out by different configurations of

components in different situations:

• Clients and servers may be able to interact directly with no need for a

third party trading service at all.

• There may be a single monolithic trader which contains all the necessary

information on all the services in the network.

• There may be a federation of traders, each of which contains all the

necessary information on all the services in its sub-network.

• There may be a federation of traders, each of which contains all the

necessary information on certain types of services in the network.

• There may be a federation of traders, each of which contains certain

categories of information (enterprise information or semantic information

or protocol information, etc.) on all the services in the network. (This

option has a number of advantages in terms of implementing and

managing the individual traders, but can create major consistency

problems between the traders.)

• There may be various combinations of the above.

The goal of the ANSA project is to develop an architecture for open distributed

processing. An important aspect of this is identifying functions which can be

implemented once , and then re-used across many application domains.

Trading is an example of such a function.

The objectives for developing an enhanced trader prototype are:
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1. demonstrate the feasibility of developing a generic trader component

which can be configured in different ways to meet trading requirements in

a wide range of different situations,

2. explore how to configure such traders for different situations, and

3. explore how collections of such traders can co-operate together in

federated systems.

3.2 Trading for information services

An interesting question is how trading should be handled for a service which

is an information service or database, for example a bibliographic search

service or a restaurant rating service. In order for a client to access an

information service successfully, it is necessary for the client to know the

logical data model for the information provided by the information server

(structure and semantics), the view presented to the client (if different from

the logical data model), the mapping between the logical data model and the

view, and the command language or query language used to access the view.

One option is for clients to obtain this meta-information from a third party

trader. Another option is to have a third party trader contain only some broad

descriptive properties of the information service, say a collection of key words

describing the general categories of information it contains. The client would

them obtain the meta-information directly from the desired information server

itself, or perhaps from a specialized data dictionary (which of course can be

viewed as a specialized trader).

The current plan is that the initial implementation of our prototype trader will

not contain full meta-information on information services. It will only contain

some broad descriptive properties. The functionality of the prototype trader
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may be expanded in this respect later, either by expanding its data model, or

by linking it with an off-the-shelf specialized data dictionary of some sort.

3.3 Data management requirements for the prototype

The extended model of trading leads to three key data management

requirements for the prototype trader’s repository of service information:

• The information model must be extended.

As noted above, it must accommodate many more categories of

information than can be conveniently represented with a simple

<property-name, property-value> model, since service information may be

of numerous, diverse, complex data types.

• The information model must be extensible.

Different types of services require different types of information to

describe them. In a federated system new types of services constantly

appear. It should be possible to accommodate new types of services

without redesigning and recompiling the trader, or even taking the trader

out of service to update the information model.

• Clients must have query language access to the trader information.

The kind of flexibility which clients need for access to information in a

trader can only be achieved through a query language, not through a set of

pre-defined functions. The current draft of the ODP Trader standard

envisions the specification of services in terms of boolean expressions in

the properties of the services. This is of course a form of query language.

One can achieve more generality, and probably easier implementation, by

simply using a standard database query language.
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4 Implementation approaches

This section discusses several of the key implementation approaches to the

enhanced trader prototype.

4.1 Choice of distributed computing platform

One key decision in designing the prototype trader was what to use for the

underlying distributed computing platform. The environment to be used is a

CORBA-compliant ORB product [OMG91]. The primary factors in this choice

were:

• the functionality which this provided.

• a desire to demonstrate the prototype in an environment which adheres

closely to the ODP Reference Model.

• a desire to make it easy for the ANSA sponsors to port the prototype to

other platforms, e.g., any other CORBA-compliant ORB product.

At the same time, a conscious effort will be made to modularize the design in

such a way as to minimize the dependencies on the underlying platform.

4.2 Choice of data management system

Another key decision in designing the prototype trader was what type of data

management technology to use. There were two obvious choices:

• relational DBMS and SQL for remote client access

• object DBMS and some object query language for remote client access

This was not an easy decision, since there are major arguments for and

against each possible choice. It was eventually decided to use a relational

DBMS and SQL. The primary factors in this selection were:
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• Relational DBMSs have built-in support for dynamic SQL, so it will not be

necessary to invent a query language or develop any software to get the

DBMS to execute a dynamic query language operation. This is not true for

many object DBMSs.

• The programming interfaces to relational DBMSs are reasonably

standardized, so ANSA sponsors who want to use the prototype software

will not be locked in to the DBMS vendor chosen for the prototype. This is

generally not true for object DBMSs.

• A prototype based on a relational DBMS will demonstrate that it does not

require exotic database technology to implement the enhanced trading

model. It can be done with mature, commercial products.

• The ANSA project has ready access to a relational DBMS at very low cost.

An important disadvantage of this selection is that the complex types of data

which need to be stored in the trader repository will be more difficult to

manage with the relational data model than they would be with an object

model. This problem is discussed at some length in section 4.3.

Another disadvantage is that SQL will be less convenient to use than an object

query language, such as the language OQL developed by the Object Database

Management Group [ODMG93], would be.

Because of this, a conscious effort will be made to design the prototype trader

in such a way that it would not be too difficult to swap out the relational

DBMS and swap in an object DBMS at some later time. There are two

scenarios which might make such a swap feasible:

• support for an SQL interface by some suitable object DBMS
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• support for a standard object query language such as ODMG’s OQL by

some suitable object DBMS, and conversion to use of that query language

as the query language for clients to access the trader.

Other scenarios are not promising, because of the effort involved to develop an

SQL to OQL translator.

4.3 Database schema

The first step toward the design of the database schema for the enhanced

trader prototype is to develop a logical data model of the information to be

kept in the trader repository for generic services. That is, identify the types of

information which are likely to apply across a wide range of services. Next,

extend this logical data model to encompass information which applies to

many commonly encountered specific classes of services.

The resulting logical data model can then be used as a basis for a relational

database design in the usual way. However, a problem which arises is that the

supertype-subtype hierarchy of the logical data model is very rich, which

always creates a problem for relational database design.  If one creates a table

to represent every subtype in the hierarchy, one ends up with an impractically

large number of tables. If one creates tables to represent only a few types

chosen up near the top of the hierarchy, then each such table must represent

the type chosen and all of its many subtypes. This means that each table will

have a great many attributes, but for any particular entity which appears as a

row in the table, most of the attributes do not apply.

For example, in Figure 4.1 one might create tables corresponding to just the

shaded types on the second level from the top (T2 and T3). Then the table for

T2 would need attributes (A,B,C,D,G,H,I,J,N,O,P,Q,R,S,T), and that for T3

would need (A,B,E,F,K,L,M,U,V,W). However, the entities in the subtype T5

are represented by the table for T2, but the only attributes which are

meaningful for T5 are (A,B,C,D,H). Similarly for other subtypes in the figure.
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One way to get around this is to use a tag-value (<property-name, property-

value>) representation for attributes which are specific to subtypes near the

bottom of the hierarchy.

For example, suppose one has a table T with key K and other fixed attributes

A, B, ..., and suppose one needs to represent additional attributes for the

entities represented by this table. To do this one can have another auxiliary

table TP with key K and attributes Pname, Pvalue.

To indicate that entity with key value k0 has attribute X with value x0, one

puts the entry (k0, ‘X’, x0) in table TP.  (See Figure 4.2.) One can retrieve the

Figure 4.1: Type Hierarchy

Figure 4.2: Auxiliary Table for Extended Attributes

K A B ... K Pname Pvalue

k0 a0 b0 ... k0 ‘X’ x0
k1 a1 b1 k0 ‘Y’ y0
k2 a2 b2 k0 ‘Z’ z0

k2 ‘X’ x2

A,B

C,D E,F

G H I,J K L,M

N,O P Q,R S,T U V,W

Letters represent attributes
specific to the subtype. T1

T2 T3

T4 T5 T6 T7 T8

T9 T10 T11 T12 T13 T14



www.manaraa.com

20

attribute name and the attribute value for the entity by taking the join of T

with TP. Attributes represented in such an auxiliary table are sometimes

called extended attributes.

There are several disadvantages with this tag-value approach:

• It takes a join just to retrieve an extended attribute value. This may not

present too much of a performance problem if the DBMS allows joint

clustering of tables, but few DBMSs do.

• Querying these extended attributes requires a fundamentally different

and more complicated SQL statement than querying ordinary attributes.

One can allow applications to generate SQL queries which treat extended

attributes just like ordinary attributes, and then translate them into valid

queries against the actual schema before giving them to the DBMS to

execute, but it is not straightforward to do so.

• If different extended attributes have different data types, then multiple

auxiliary tables may be needed. Alternatively, one can use a single

auxiliary table with key K and three attributes Pname, Ptype, Pvalue,

where Pname is a character string containing the name of the attribute,

Ptype is some kind of type designator for the attribute, and Pvalue is of

type BLOB (binary large object) and contains the value. However, this

alternative approach may make retrievals difficult, since the DBMS may

not know how to do comparisons with BLOBs.

• The software which receives a service offer from a server and loads it into

the repository must be rather complex, since it must distinguish those

attributes built into the schema from the extended attributes and treat

them differently.

Nonetheless, there may not be any other workable alternative.
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Another problem is how to provide the required extensibility to the

information model. There are essentially two kinds of extensions which are

needed:

1. Create new entities or relationships in the logical data model.

2. Create new attributes to existing entities or relationships.

For the first kind of extension it is relatively straightforward to add new tables

to the database. Normally this can be done without disrupting operations. For

the second kind of extension one needs to add additional attributes to existing

tables. Unfortunately, normally this cannot be done without disrupting

operations. However, the tag-value approach described above can also be used

to address this problem.

5 Remote query language access

Another interesting issue is how to handle the remote SQL query interactions

between clients and the trader.

The computational model for the ODP Reference Model is that clients invoke

operations on servers. Each operation has a signature consisting of:

• operation name

• number and types of arguments (input parameters)

• finite set of possible “terminations”

• number and types of results (output parameters) for each termination

At the engineering level, implementations usually require an Interface

Definition Language (IDL) description for each operation, and both client and

server are compiled against this definition. This type checking at compile
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time, coupled with use of a trader at run time to assure that the client actually

binds to a server of the type it is expecting, guards against type mismatches.

However, such an implementation does not mesh well with dynamically

generated SQL queries (or dynamic queries in any other query language of

comparable power). The number and types of the arguments and results of an

SQL query are not known in advance for dynamic queries. They are

determined by the text of the query itself, which is often generated at run

time.

The same problem arises in many distributed computing environments based

on RPCs, such as OSF DCE [OSF92], even when they do not have the object

oriented character of the ODP Reference Model.

There are several approaches one can take to dealing with this problem:

At one extreme one can define a remote operation “query” with a single input

parameter, which is a byte string of indeterminate length, and a single output

parameter, which is another byte string of indeterminate length. This

operation can be used as the vehicle for all query language invocations. Some

suitable remote database access (RDA) protocol, such as the ISO RDA protocol

[ISO-RDA1] [ISO-RDA2], can be encoded inside these byte strings. This amounts

to treating the remote operation protocol as simply a transport protocol for the

RDA protocol.

At the other extreme one can adapt the remote operation infrastructure so

that it can handle dynamically defined operations. A query language

statement is treated as an operation constructor. In the context of a particular

database schema it defines the signature and semantics of an operation.  For

example, the operation defined by a SELECT statement is the creation of a

new virtual table. The operation defined by a DELETE statement is the

deletion of the specified row(s). If the query statement is presented to the
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DBMS, the DBMS can determine the type of the operation and return that

information to the client. (This is essentially what the SQL “DESCRIBE”

statement does.)

As an intermediate approach, one can define a set of remote operations

corresponding to the X/Open CLI specification [CLI92] or the Microsoft ODBC

specification[ODBC92] or something similar. Each CLI call would then map to

the corresponding remote operation. Since some of the CLI calls have a

dynamically defined number of input and/or output parameters, this would

still require in some cases encoding of the actual parameters inside byte

strings of indeterminate length.

For the enhanced trader prototype the dynamically defined operations

approach is the one being used. A data retrieval query is viewed as a two stage

process. In the first stage the query is logically executed, forming the result at

the server. In the second stage the results are retrieved from the server. (The

first stage corresponds to an SQL “OPEN CURSOR” statement. The second

stage corresponds to an SQL “FETCH” statement.)

Given an SQL retrieval query, the client first invokes a “describe” operation at

the server. The input to the “describe” operation is a character string, the text

of the query. The output from the “describe” operation is an operation-type (an

object of type “type”), telling the client the type of the operation defined by the

query statement. (This step can of course be skipped if the client already has

enough information about the query to figure out the operation-type for itself.)

The client can then invoke the actual query operation, passing in the

appropriate input parameters. The result of the query will be a set of objects of

some type determined by the query statement, and the client will be passed

back a reference to that set (which is itself an object). The client can then

invoke “fetch” or “iterate” operations on that set to retrieve the individual

result objects.
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Another paper is in preparation which describes in considerably more detail

this model for invocation of query language operations in an object oriented

distributed system [Thomas94]. The overall model of invocation is the same for

essentially any query language, SQL or OQL or whatever.

6 Trader design

Figure 6.1 shows the modules of the trader.

The invocation interface is where invocations of trader operations first arrive

at the trader. These fall into three general categories:

• requests by servers to register or delete or modify service offers

Figure 6.1: Modules of the Trader

Offer

Type

Management
Property/

Management
Constraint

Database
Access

Management

Federation

invocation interface

DBMS
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• requests by prospective clients to get information about service offers

• requests by the trader administrator(s) to manage certain aspects of the

trader configuration, particularly links to other co-operating traders

The Offer Management module implements operations to register new service

offers with the trader and delete service offers, and possibly some pre-defined

operations to look up service offers by commonly used criteria (e.g., signature).

The Type Management module is computationally separate from the other

modules, but it will be co-located with the other modules from an engineering

point of view. It supports the operations for adding type definitions, deleting

type definitions, listing type definitions, and comparing types for

compatibility.

The Property/Constraint Management module supports definition of new

properties and their allowable values, and comparison of property values.

The Federation module handles cooperation with other traders, including

operations to be used by the trader administrator to set up and shut down

links to other traders.

The Database Access module handles access to the repository of service offers.

One of its main functions from a design standpoint is to provide a portability

layer between the rest of the trader software and the DBMS.

7 Summary

This paper has described work in progress on an enhanced trader prototype.

The current status is that most of the sticky technical problems have been

analyzed, as indicated in this paper. A very high level view of the logical data

model has been developed, and refinement is under way. A high level view of
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the design has been developed, and refinement is under way. The plan is to

have an operational prototype by June of 1994.
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